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Tra d it io n a l P u ll-Th ro u g h  Ta rg e t in g
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13k

Conventional Analytics
Opportunity Assessment to identify important Win Targets

Total HCPs 
with Market 
TRx for Win 

Plans

HCP Selection Criteria

Min. 25 - Market 
Scripts/ Year

HCPs

Representation of the 13k HCPs

30% 78% 11%
of Total HCPs 

in the all 
accounts

of Market Volume 
from all win 

accounts

Brand 
Share 

Filtered 
By

Results 
Into

13%

48%

10%

T1 & T2 HCPs

11%

72%

24%

T1 to T5 HCPs

45k

Seasonal patterns 
for normalizing 

data^

Min. 10% of practice 
comes from Win 

Plans



P it fa lls  o f Tra d it io n a l P u ll-Th ro u g h  Ta rg e t in g
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Limited focus on identifying key business drivers during assessment of the market opportunity

Lack of alignment between short- and long-term goals for the brand

Tactics and activities are typically focused on achieving short-term sales goals

Often implemented in isolation from other marketing efforts which can lead to a fragmented and ineffective 
approach to marketing the product

Typically focused on plan specific targeted physicians, neglecting other high opportunity customers



Identification of new writers by considering NBRx Activated HCPs as positives and Non-Activated HCPs as 
Unlabeled based on a semi-supervised ML technique

Key drivers influencing the New NBRx writers will be studied based on an event-driven modelling approach 
(event is HCP writer NBRx post win)

Profiling predicted writers based on pre & post win writing behavior, promotional activity (call plan) and 
demographics using an ML based unsupervised clustering analysis

Deployment of the framework perform monthly model refinements and track performance

A large pharma client was going through a pivotal Managed Care win. Engaged CustomerInsights.AI 
to create a high precision relevant target list of HCPs through machine learning, to increase activation 
rates and market share

O b je c t ive  – Id e n t ify W HO  w ill w rit e  NBRx p o s t  w in .

5



Model Refresh Model Convergence

So lu t io n  Fra m e w o rk

Master Data Preparation Feature Engineering
ML Model 
Development

Business validation 
of Model Post Model Analytics Integration with 

Target List

DEVELOPMENT PHASE DEPLOYMENT PHASE

Predictive Model Framework
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REFINEMENT PHASE

Develop 
Model

Train Model Generate 
HCP Targets

HCP attributes & dispensing patterns are leveraged 
in data science & machine learning model to 

identify high propensity HCPS

Track Model 
Performance

Updated 
Target list

Addition of New 
Positive HCPs

Model 
refinement/ 

re-train

Identifying New 
HCP Targets

Model Evaluation 
across Iterations

Conclude Model 
Phase

Model reaches convergence state where no 
significant improvement will be seen in 

performance

HCP 
Segmentation

Promotion Plan:
Field vs Virtual

Customized 
Final Target List

Target Optimization & Prioritization

Base Master 
Dataset Creation

Feature 
Engineering

Positive and UL 
Identification

Data Preparation Monthly Refresh

Train model overtime to iterate priority 
HCP targets for activation & Identify new Targets to 

improve capture



Brand Equity Features
• Xiidra Win & Non-win TRx, 

NBRx volume

• NBRx, TRx Volume Decile

• Market Volume Decile 
Buckets

• Percent of business from 
Individual win accounts

6 Features: Pre & Post 
win event access score 
and growth index

64 Features: % of Win 
and Non-Win business 
by Payment mix 

13 Features: Historical 
calls, samples & PTO 
download information

57 Features: Win & Non-
Win Volume based 
Brand and Market 
information.

Brand Equity Promotions

Market Access Payment Mix

MASTER

Market Access
• Pre & Post CAR Score

• AGM Index

• AGM Buckets

Promotions
• Calls

• Med D Calls

• PTO

• Samples

Ma s t e r  D a t a s e t  O ve rvie w
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Payment Mix
TRx & NBRx features:

• Medicare Win/Non-Win
• Commercial
• Medicaid
• Percent of Business by 

Payment mix



Process 
Flow

May-2021 May-2022 June-2022

Data for Unlabeled & Positives 
will be restricted prior to win 
period

HCP are marked as Positives based 
on Post win NBRx in May-2022

HCP with Post win NBRx 
after May-2022 are used in 
Validation phase

P o s it ive  a n d  Un la b e le d  D e fin it io n s

Master Data Target Identification: 
Positive & UL Split Train & Test Split Modelling Phase
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All HCPs who are not yet Post win NBRx 
writers. Data for these HCPs is restricted till 

April-2022

UNLABELED (HCPs – 145,013)

All HCPs who have written an NBRx in Post 
win period (in May month). Data for these 

HCPs also is restricted till April-2022

POSITIVE (HCPs – 2,086)

This is a subset of the Unlabeled which will 
be useful in validation phase. It consists of 
HCPs who wrote an NBRx after May-2022

VALIDATION (HCPs – 1,544)



Tw o -s t e p  m o d e llin g  a p p ro a c h
A c o m b in a t io n  o f o n e -c la s s  a n d  b in a ry c la s s  ML Alg o rit h m s

PU Model High Potential TargetsBinary Classification Model

HCPs predicted 
from the 
unlabeled 
universe

Confirmed Writers 
(Positives)

2,086

Unidentified 
Writers (Unlabelled)

145,013

+

PU Learning helps define 
Reliable Negatives, which 
can be used to build binary 
classifier

Binary Classifiers such as 
RF, XGB and NN will be 
modelled based on Positives 
& Reliable Negatives

Predicted Positives HCPs like 
Post win NBRx writer

Reliable Negatives –  HCPs 
significantly different from 

positive

Performance evaluation 
of the model based on 

Train & Test sets

Real time validation of 
prediction by using validation 

time frame

Post Model Exploration on 
Predicted list of Targets

Segmentation & Opportunity 
assessment
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Model 1 

Model 2

Model 3

4,876

845

760

2,086

3,997

5,250

145,013

143,395

142,779

106,013

102,815

101,695

46.88%

71.34%

79.91%

99.98%

99.91%

99.94%

30.61%

55.48%

66.57%

Model 4 272 6,434 141,727 109,127 85.91% 99.98% 75.30%

Binary Model PerformanceData Configuration in Models

Mo d e l re s u lt s  a c ro s s  it e ra t io n s
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F1 Score Precision RecallPredicted HCPs UnlabeledPositives Reliable 
Negatives

Model Tuning Objective: Precision was the primary performance metric in focus during the hyper parameter 
tuning process of the models.



386 
825 

1,214 
1,582 

1,953 
2,260 

2,625 
2,960 

3,243 
3,536 

3,880 
4,191 

4,469 
4,781 

5,022 
5,317 

5,605 
5,871 

365 782 
1,150 

1,508 
1,878 

2,185 
2,550 

2,885 2,983 
3,274 

3,618 
3,928 

4,205 
4,517 

4,757 
5,052 

5,338 
5,604 

212 448
685

884
1,088 1,242 1,432 1,601 1,749 1,875 2,025 2,156 2,272 2,425 2,519 2,634 2,755 2,874

Actual Writers Predicted Writers PT Target (13k)

High Propensity vs Actual Writers High Propensity Writer Capture Rate

 High Propensity (HP) methodology is designed to identify early writers 
real-time.

 95% of cumulative HP writers matched actual writers.
 76% of cumulative HP writers matched within subsequent 4-weeks 

(monthly update).

Mo d e l It e ra t io n  re s u lt s  (P o s t  D e p lo ym e n t )

Week
Total 

Writers
Total PNW 

Writers
M1 

(Jun'22)
M2 

(Jul'22)
M3 

(Aug'22)
M4 

(Sep'22)
M1-4 

Capture

6/3/2022 386 365 95% 94.6%
6/10/2022 439 417 95% 95.0%
6/17/2022 389 368 95% 94.6%
6/24/2022 368 358 97% 97.3%
7/1/2022 371 370 69% 30% 99.7%
7/8/2022 307 307 71% 100.0%
7/15/2022 365 365 75% 100.0%
7/22/2022 335 335 76% 100.0%
7/29/2022 283 98 7% 34.6%
8/5/2022 293 291 73% 99.3%
8/12/2022 344 344 66% 100.0%
8/19/2022 311 310 72% 99.7%
8/26/2022 278 277 65% 99.6%
9/2/2022 312 312 64% 100.0%
9/9/2022 241 240 69% 99.6%
9/16/2022 295 295 71% 100.0%
9/23/2022 288 286 75% 99.3%
9/30/2022 266 266 74% 100.0%
Total 5,871 5,604 2,665 1,086 865 987 95.5%

Total 
Predicted 

HCPs

Total 
Predicted 

Writers

% 
Conversion % Capture

6,753 5,604 82.9% 95.5%
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Re s u lt e d  in  m u c h  h ig h e r  a c t iva t io n  o f t a rg e t e d  w rit e rs  w it h  
re le va n t  a c c e s s  c o n t e n t  
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HPT Targets Activated

1,764

2,751

3,675
4,174 4,402

3,371 

2,373 

1,992 
1,874 

1,851 

34%

54%

65%
69%

70%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

 1,000

 2,000

 3,000

 4,000

 5,000

 6,000

 7,000

Model 1 =
4,878

(thru June)

Model 2 =
5,124

(thru July)

Model 3 =
5,667

(thru Aug)

Model 4 =
6,048

(thru Sep)

Model 5 =
6,253

(thru Oct)

Active Inactive Conversion Rate

Traditional Targets Activated

1,357
2,244

3,109 3,633 4,236 4,632

11,969 
11,082 

10,217 9,693 9,090 8,694 

10%
17%

23%
27%

32% 35%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

 -

 2,000

 4,000

 6,000

 8,000

 10,000

 12,000

 14,000

May June July August September October

Active Inactive Conversion Rate



8.6 

48.2 

5.6 

30.0 

NBRx TRx

12.2 

73.2 

9.2 

52.7 

 -

 10.0

 20.0

 30.0

 40.0

 50.0

 60.0

 70.0

 80.0

NBRx TRx

CommercialMedicare

Le a d in g  t o  h ig h  s h a re  vs . t ra d it io n a l m e t h o d s
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ML precision targeting w/ access messaging
< Call Plan HPT (1,210)

Pull Through Targets (traditional)
PTTs (5,028)



Ad d it io n a l Ap p lic a t io n s  o f s im ila r  m o d e lin g  a p p ro a c h

Finding the right 
patients

We have applied similar approach to identify potential patients who are likely to start a 
particular therapy based on their Diagnosis, Procedure and Rx history

The same framework was later applied to multiple contracting events including one to 
curtail the potential downside following a loss of favorable access

Expanding it to 
Formulary Loss

Not just for formulary win/loss scenarios, lookalike modelling approach is also quite useful 
for predictive/dynamic targeting for identifying New writers

Predicting new 
Writers
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Similar approach was considered to identify pool of similar specialist like-physicians which 
further increased the Target universe

Identifying 
Specialist-like 
Physicians



THANK
YOU
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